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MOTIVATION

1.We introduce the first GP-specific SHAP algorithm that explain Gaussian pro-
cesses with Stochastic Shapley values: propagating predictive uncertainty to
explanations while preserving their analytical properties.

2.We study the instance-to-explanations regression problem and propose a
Shapley GP to predict explanations for new instance, without the need to as-
sess the underlying function to explain.

STOCHASTIC SHAPLEY VALUES

HOW TO OBTAIN STOCHASTIC EXPLANATIONS FOR GPs?

HOW TO PREDICT EXPLANATIONS USING GPs?


